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barning control a l g o r i m  have been p r o p n d  
for error earpmutim i n  reptiti- robotic 
unipulator tasks. It 1s shmn th.t tho p r f o w  
of such control algoritlns can be wriowly drgrded 
uh.n th. fndbrclr data they v.. l a  relatively sparse 
in  tin. Nch as might k pravidd by vision 
systarr. It 1s also shown that learning control 
alqori- can k m d i f i d  to -sate for the 
effects of sparso data a d  thereby yield prfo- 
which wr0ach.s that of syst- without llaitations 
an th. sensory inforrtlan available for control. 

-0l 

Robotic mmlpulators typlcally have highly 
nonlinear dynmics a d  are often subject to 
rubrtmtial *ic dlsturbmces dum to such factors 
as urpdclld dynrics, variable jolnt L r i c t i a n e  
nd mkmm payloads. mew factors cm result I n  
macceptable errors ln mmiquiator atlan. Ib 
reduce thew. a W r  of advaned control 
algaritha hmw been proposd (1.21. Ulfortwtely 
such a1qr i t ) rr  e m  r q u i r e  ertensiw calculatiaw. 
and do not exploit a wry 1.portant a m o t  
m r c i a l  mnipulators: 111y Uut m t  robot 
tasks are repetitiw. 

Recently, a class of control algoritks. called 
learning cwntrol. haa bnn dweloprd which utilizes 
this r c p t i t i w  nature to -sate for th.w error 
sources. %re a l g o r i t t w  require 1.88 ealculatians 
than many other advanced control a lgbr i thr .  
Learning control a1gorit)nr also  do not on 
rearate detailed dynuic  -1s of tIn uniprlator 
which m y  k hard to obtain. 

Learning control a l q o r i m  were orlginrlly 
prvposed by mi- In  1978 ( 3 ) .  A &e of 
algorithms of this typ. have km developed si-. 
Althouqh dlffermt nwrs are used. 1lke 'learnlng 
control' and 'reptiti- cartrol-. the algorit).l. 
tend to be similar. barnin9 control algorithrr 
have ken  presented in  the continuous ti= dtmmin 
( 4 )  and in thc discrete tiam *in (5 )  and have 
been shcm to perform e l l  both Malytically a d  
exprinmntally ( 6 * 7 ) .  

In the studles of learning mtrol algorithm to 
date, it has been a s d  that the errors used by 
the a l q v r i t h  can be measured ecntimsly along 
the rrranIpAatoc's path. Rcwycr* in numy potentla1 
aFpllcationse such as those urin9 vlsian. th. error 
r i p 1  CM be measured anly at relatively few points 

al&q the path. Ihis conhition is referred to here 
as a sparse data care. and it is shuun that the 
spllrscmss of th. data will dmgrada tIn p.rforaanca 
of the learning cartroller. Althouqh the work 
presented in this pspcr umd mi's learning 
cantroller (5 )  as its basis. zh. spmrse data control 

learninq controllers as -11. 

In thls paper. three mthod. are presented which 
are shuun to r m  the errors lntruduced by the 
sparsenesm of data available to learning cuntrol 
algoriths. 'Ihy were each tested by siulatiorr for 
tu0 system. 

ttetniqus d.vslop?d here ~ k a p p 1 i d t O o t t w r  

A w dagtch of frccdon (-1 single link dnke 
(representing a linear systea1. and a Ulr- d r g t n  
ot fr& -type nsnipulator (repc. . .nt iq 
narllnmr system, =re used tflqure 1). A -let* 
description of these system wd t h i r  dl(nrde 
aquatian of mtion are eantairwd in r e f e r m  (81. 

'Id dmign the learning controller. the narlimr 
dyv-ic cqrutiaa for the SaUA were Iimarizd. 
Connntlonal prcprti~l4erivative (Po) 
cartrollers were designed as the 'local controllers' 
(sitom in flgure 2) used i n  conjutetion vith the 
learning control algorithrr. Ih. PD.controller'8 
p r a t e r s  e r e  relectal to approximnte a wcond 
order system respdme vith MturaI frhgumcy of 10 
radians per recvnd a d  a Qlptng ratio of 0.9 in  the 
cam of th. single link syrtem. Ih. SCAM'S local 
controller was design to approrirrte a third order 
syatem w l t h  similar transient characteristics ( 8 ) .  
It should k noted that th. fedback to th. loul 
cartroller is mtinurus.  
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figure 1. SWA lyp Thrrr Wlr rmllnear nanipulator 



t iqure 2. Learning Cmtrol Block Dia9Clr. 

'L1Q: BASIC LcAmmG OcwrPDc -1m 

eiasically, a learning eontroller learns th. 
behavior of a system f r a  th. errors 3.mrat.d 
during a given cycle of th. system. It u u s  them in 
Ih. mrt cyele to dd a corrmztiarrl (learning) 
signal to the so that Uw t rad ing  etcor 
decreases. Ih. learning sigrul at a qmeific point 
on tlu mipulator pth during any cycle is a 
w l a t i v e  Itmetian of th8 errors at that 1c1 point 
during a11 th. prwiaa cycles. Hmc8, th. learning 
signal CM k v t  of u a wries of int.grators, 
au for each pint QI th pa. 

tigure 3 shorn tho bmsie learning alporitJm used 
in this stdy, sa8 referenew (SI. It m k 
&gcriw a8 toil-: 

yj*1 4 ( k )  - v (k) 6 Yjlk+l) 
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figure 3. Response W i t h  Learninq Control. 

The results obtained in this s t w  shm~ that a 
p r v r l y  dcsiqned lcarninq control algvritfr w i t b t  
limitations on its data, norr-sparse lerrnirq. 
performed well for both the linear siqle link 
system and the nonlinear so\RA. Houevtr. as the 
sparseness of the feedback data increases. the 
prforlrance of the learning controller d c g r d s .  

Flgurc 4 s h m  thc first four cycles of thc 
Sinqic link system with learning control. Rn 
carmsnd msirts or a series of rsnpl and dells. 
wee the learning catroller used a relatively large 
rnrrkr ( 4 0 )  of masurcmrmts per cycle rmo. mi8 
Is close to tht nun-sporse caw. Sime th. lesrning 
eartrol alqwrittn d a m  net affect the systews 
re.pcnse d u r i n g  the first cycle, this cycle's 
response s h o y  the systm k h w i o r  vithaut learninq. 
In flqure 4, this first cycle's resqonse deviates 
quits substantially from tha m. 'Ihc learning 
cantroller ciesriy forces the system respawe to 
eanvergc to the carnrsnd as the system repeats its 
motion: it learns successfully. 

tlgure 4 .  Single L i n k  -Sg.rw Laarninp. 

T?m system's re- with rprrw learning 
control ( 8  m) is rharm in tigure S. mro tho 
system's resmse does not c m w r g .  in later ycles 
to its *sired profile. mi. riwre d m ~  th. 
ilrportwt mrding e r r e t  thrt or tho 
*amred stqrul can hw an the system's 
prtornmccr. Th. dqradmtion of the systen's 
prfommcc as a Itmetion of tho rmkr of Ioc is 
rhsrrr in tigure 6. Here tJw valw of th8 8rrot, 
taken ovcr each cycle, is plotted for vactats 
nasurcmnt rates. Clearly, as the mdmr of 
aeasurewmts decresses. th. error tends not to 
comnrg. t-rd zero. 

Ihc correlation ktm p e r f o r m  a d  the 
b r  of rrasurcmnts used by th. learning 
algorithm for the mnlirnar Scneu r e t  psrallals 
the single link results. fiqure 7 show8 the SCMA 
tip polition error rapidly decrease aver -tal 
cycles lor 40 mC. for this ease the Iwipulator is 
c m ~ n d c d  to  m e  its end effector back and forth 
beteen the points (0.20. 0.25, 0 )  anel (0.372. 
0.730. 0.11 along a straight line (see figure 2) .  
Ihc CClrlMndcd distance along th. path 1s a harmnic 
turctitm of tine with a tr- of 2.5 HZ. mere 
is a 0.05 secmd dutll at the end of each mve. 
Mnn the m e a s u r m t s  becaes mxe sparse, the 
errors increase. see figure 8 .  

Ihc objective of this study vas to develop 
methcds to I q r m  the performance of learning 
cmtrollars m e r  spar3e data eonditim. Sa of 
the techniques emsidered are dismssed klou. 
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-(n=conwl 
figure 6. Slngle Llnk System RLI trror. 
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figure 7. SCARA trror for non-Sp.rre Learning. 

LZARNIM; c u v n a  A U X I R I ~  Foll SPARSE MTA 

chc method for lclprwlng the perfoMnch of thc 
learning controller, given a ltlltcd arrvlt feedback 
data which CM be obtained in an cycle. ls to shift  
thc locatian of th. amasurarmt points rllghtly In 

csch q c l - .  The error can k masured a t  many path 
wblnts m t r i r q  a p r f d  of several ( n )  cycles. lhe 
a l g b r l t b  dews not act tqmn these measurcrrrntr -til 
aftcr tht end of tht n-th cycle. mis irprwes 
camrergtnce, but it vi11 be n tinrs s l c m r .  

tlgure 9. SCNIA IUIS Tlp Crror for Sparse kamfng. 

Ih. technlqw'r eftectlvm~ra as acplled to the 
slngle l lnk rystn. 1s sbnm In tlgure 9. Here the 
link -8 dr lvm by a 2.5 Ht 8lnu.old.l corund. Thr 
error -8 measured ln flw cyele grauQI d at  8 
rate of 4 Ioc. During this tin. th. rr8lur.rmt 
locattan wlthln 8 cycle is shifted as descrlkd 
a b .  mcry five cyelem tho Lntormtlan is wed to 
ebrrcet the rystm rcrponso. Rw lwrwcd perform- 
ance 1s quite drmtlc, 88 8hom In flgur8 9. Rw 
final error 18 cssentlalfy zero. Ih. results 
pcesmtcd in rlqure 6 Indicate, that for 4 mc. the 
basic learning eontroller wlthout data rhlft wuld 
give a rather largc re8idwl errvr. mew results 
Shav b thls t d U l f q W  f l p C O W S  th 8te.dy St8t8 
wror.  but greatly lnerea-s tlw m r  of cycles 
r w i r r d  to neht- th. c d f r s t l a ' t .  l h i S  C M  k 8 
problem in stam tames. 

rigure 9. Sinqle l ink  Sparse Learning w i t h  Data 
Shift Learning (Velocity). 

Foorvard Estilsation Learning 

A s e c d  mthrd studied to  decrease the aprent 
sprrrseness cf the fccdbact data without sacrificing 
tk sped of c?m-crynce ,  m s  to use a system adel 
m n d  state informatien from actual r a s u r m m t r  to 
estimate the error at wints where no rcarurcrmts 
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are M e .  Using th. rtate of a prt .;JUS point 
-(uhetwr rramrcrd or estfmtcd) and 8 1irwarind 
system -1. expressed in r t d r d  state space 
fom, i t  is possible to inteyrate forvard in tine 
end estiwte the error at point further along Vn 
path, by the equation: 

( k + l )  - ( k )  + & ( k )  
- j  - j  -1 

where, "-* Indicates estimmted values. The 
estimatirm error (uhwre --- indicates "errorm) is 
given by: - 

In the analysis of tho learning algorittn lt 
m ~ s  a s h  Uut theva lw of!! does not c h m p  
Uc)( fear mm ycle to the next2 1.e. ~ j + l ~ k l =  Y I&) 
(e.9.. Crict lan at similar points are a l m t  sum). 

b. wal1.bla at  th rarur-t points. 

- j  

mrth.llbCe a11 Ih. State VWi.bhS 8s- t0 

Ih. f o w r d  eatlmtian t.dniqw workad -11 to 

algdri th  w i t h  sparse Qu for thr siqle link 
system. rlguro 10 shoua a larg. error for this 
systcr at  4 roC (for a slnnoidrl LnpltJ. I t  .I# 
shows th. g b o d p r f ~ t h . t m k # h i . r a d a t  

Vncn anly 4 points p r  cycle are -..urd nd 16 
p6ints per cycle are e s t i r t a d  4 t h  ne .pd.lling 
errors. Clearly tha learning control algoritJn with 
estinatian. where th. m t i r t o r  h s  exact k a u l e d q e  
Of SyStm'8 PraterS. 1s wq b i t  8s 9006 a# 

aeasured mints. 'Lh. figure also shows the 

values for the ef fect im link imrtia u r d  by the 
estimator were rub.tntlal ly  in error (by 11 t). 
T?W results for this case rhav that the a l g o r i t h  
emtinnd to perform -11. k a u u  the linear fom 
of flub1 still rtc)nd the linear rgwtiau of the 
actual system. HQLlCYhr the algdrittn did not 
prfora  as  -11 uh.n it urns applied to t h w  rumlinear 
SCARA robot. 

irprM th. prto- of  th. learning m t r o i  

20 cpc. marly idmtiai mtro- i s  

the system *id u#. .n equivalent nUb?r of 

prfornner of the estirting a l g o r i t h  4ml the 

Simulations for the SQUA stmud a rignlficant 
decrease in  its performance uhen forvard estisvtian 
vas added. In these cases the estimator u s d  a 
sinple linear -1 and -8 clearly not beneficial. 
An estimator w i t h  a narlinear cdcl was not 
eonsidered. kcaurr it would not be emsirtent w i t h  
the traditional learning mntrol ayproach not to 
rely an canplex rumlinear adt l r .  I f  one is villing 
to  use such -1s it can k argued that -re direct 
coaputcd tor- control R t h o d S  ( 9 )  rhcruld k 
amlied rather than learning amtrol .  

li I L W  

Figure 10. Single Link tstirtlon Learning. 

foward b Backvard Estimation bacning 

A third arthod uses both f o m t d  ad ttecknrd 
estiaation and is less aensitlve to mdrll inq 
errors. Backward estlnatlon ls pmsible hemme th. 
learning cartroller does not UI. Ih. lnformtian 
that it  gathers during a cycle. mtil th rrrl 
eycle. figure 11 rhov, h w  hrb mmurclcnts are 
used to obtain en estimnte at  a paint ln between. 
Tha forward cstlnvtlcn a l g o r i t h  uses both x tk) and 
x (k+2) to estimste the valw of ( k d 1 .  lkth 
-jestinrted values o l  x ( k + l )  are thmoJaverqed* 

- j  

.t 

I 

I 
b u r r e d  OShmW-fl 

,*mOe '. ' b.8 ' bo)  

Figure 11. Single Link Forvsrd/8acinard Estimation 
Learning. 

Rn a~licaticn of this approach to the single 
link. with rpdclllng errors of 111, is shun in 
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riqurc 12. it shous the performance for the case 
atthout estimation (10 = I ,  the case 4th only 
forwrd estimation (10 CIPC, .nd 10 estimmtd 
points), and Lh. case w i t h  10 H. snd 10 e8timtd 
points using the fonard d brckmrd awraqinp 
estimation technique. fh. f o m r d  estirtion r t h o d  
reduces the inpbrtmt final error to 
aFproximtely one h l f  of those without estimtion. 
Ihc f o m r d  a d  bekumrd. tedmiqw further reduces 
the error by -re that h l f  to less thm 20 percent 
of the non-estinrtim steady state error. These 
results indicate that the linear bdcl based 
forwrd-backward estirtion tcc)miqw uorks very 
well for the linear single link system with errors. 

figure 12. Slngle ti& fommcdAhcb8rd Cltirtian 
Warning, 4 t h  wiling Crrors. 

w r .  as dircussd earlier. tJw famrd 
estimation algorittn did not perfom r l l  4ven it 
was -lied to the nadirwar fouA robot. in fact it 
increased the steady stat. IUS error. flgure 13 
s h w  that the foewmrd-tmckwmrd estimation learninp 
does significantly ktter for the SCAM. In this 
figure, ttr prf- for 20 roC learning wtthwt 
estiwtion is show. almg with fomrd m d  
forward-bsckvard estirtion l.arning. The tvb 
estimmtion cams used 20 IWC m d  20 estiwtrd points 
per cycle. A. before, the f o m r d  estiwtion case 
vas uorsc than the case withaut estimtim. 
Iicmver, the forord-brcbard estirtion tac)rriqu@ 
reduces the irportant steady state error by mre 
than SO percent. Results s t d l  as tJmse suggest that 

to cancel tha errors introduced by thc me of a 
siaple linear d e l  to prrdict the performnee of 
this nonlinear system. 

the fomrd-bsckmrd e8thBtbl ttdniw das tnd 

CDKIIISIQIS 

It has ken shown that in cases &re the 
nantpulator's errors CM be a a s u r c d  only at 
relatively feu points along its path. such as in 

learning control a l g o r i t h  that m s  studied, 
spt- using vision, thc p e r f o m  or thc, 

~~ 

;ierlously draradd. In this study three method. 
e r e  presented uhtch e r e  shout to substantially 
redue the errors introductd by the sparseneu at 
data watlsble to learning ecmtrol algoritrwu. The 
presented results suypst that these tcc)aiquer can 
effectively r a k e  the errors of learning cmtrol 
alqbrithm intr- by data .riurclmt 
llrltatlons. Ihc work a lso  rhond that th. 
nonlinear characteristics of  mmnipulators ca, in 
certain cases. decrease the effectiveness of thew 
techniques and that future research in this area is 
necessary. 

figure 13. SChM fomrbBackmrd Cstlwtion 
Learning. w i t h  rrodalling trrors. 
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